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A B S T R A C T 

Technological advancements have caused widespread shifts in the medical 

industry. A vast quantity of information may be found in the medical literature 

publications released by researchers. Natural language processing innovations 

have made it simple to extract information on drugs, illnesses, symptoms, routes 

doses, species, and routes of administration from a documented source. This 

proposed research is used to identify the named entities from the medical 

literature. The BioBERT model is used to train the corpus that has been 

annotated. The proposed framework can outperform many state-of-the-art 

baselines and provide state-of-the-art results for BioNER. When compared to the 

existing model, the accuracy provided by the proposed system is satisfactory. The 

BioBERT is used for the extraction of medical entities like drugs, chemicals, 

genes, etc and to train the corpus that has been annotated. The BioBERT has in-

built data of the medical entities, that will identify all the medical-related data or 

entities from the given statement.  More entities can be found by this method than 

by the current standard model.When compared to the existing model, the 

accuracy provided by the trained version is satisfactory.The proposed system 

comes with a GUI for users to type the clinical words or components for analysis. 

© 2024 Published by Faculty of Engineeringg  

 

 

 

 

1. INTRODUCTION  
 

Subsequent words in a sentence can be predicted and 

generated with the help of Natural Language Processing by 

analyzing and learning from the previous words in the 

sentence. Like many NLP processes, Named Entity 

Recognition (NER) extracts important entities like people, 

places, organizations, and medical terminology from the 

given text or document. Python libraries like Spacy, 

SciSpacy, and BioBERT are used for NER practices. 

Medical Information on drugs, illnesses, and symptoms 

can be extracted from the textual source using the SciSpacy 

or the BioBERT model. However, there is a limitation that 

users cannot create user-defined entities. To overcome this, 

the BlankSpacy model can be used to train the user-defined 

annotated entities (Alam & Schmeier, 2021). Many clinical 

Natural Language Processing (NLP) tools and systems 

have been published (Tarcar et al., 2019; Xiaodong Liu et 

al., 2019). The growing quantity of textual biomedical 

information allows for the pre-training of language (Tawfik 

& Spruit, 2020), which may then be used for a wide range 

of tasks in the biomedical domain. The practice of 

automatically recognizing and categorizing names of 

https://arxiv.org/search/cs?searchtype=author&query=Tarcar,+A+K
https://pubmed.ncbi.nlm.nih.gov/?term=Tawfik+NS&cauthor_id=32147441
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entities like the persons, locations, organizations, nations, 

day date, time of the day or year, numbers, ordinal 

numbers, and cardinal numbers in the text which have 

given is known as Named-Entity Recognition (NER) 

(Devopedia, 2020). In the biomedical discipline, a large 

variety of entities such as diseases, drugs, genes, and 

proteins are available and can be recognized using the 

BioBERT Model. BIONER is used in several text mining 

applications in the healthcare industry, such as drug-drug 

interaction extraction and disease-treatment relationship 

discovery (BioNER). Models used in biomedical text 

mining have recently been improved and there is 

development using deep learning (Ramachandran & 

Arutchelvan, 2021) techniques in NLP. In recent years, 

several different methods have been applied to improve 

BioNER (Yadav & Bethard, 2019).  

 

A few of the methods are LSTM (Long Short-Term 

Memory) and Conditional Random Field (CRF). 

Although there are several implementations, limitations 

to biomedical text mining when using state-of-the-art 

natural language processing techniques and graph-based 

algorithms (Peters et al., 2018) exist. Word2Vec (Devlin 

et al., 2019), ELMo (Lan et al., 2019), BERT (Beltagy 

et al., 2019), and ALBERT (Mikolov et al., 2013) are a 

few word representation approaches that provide their 

own set of difficulties when evaluating their efficacy on 

biological text datasets. 

 

 
Figure 1. Sample output of NER 

 

 

Figure 2. Overview of the pre-training and fine-tuning 

of BioBERT on NER 

 

 

NLP Libraries: 

 

Figure 1 shows the named entity recognized, where the 

person’s name is identified as PER, the Location is 

identified as Loc, and the organization is identified as 

ORG. Figure 2 depicts the overview of the pre-training 

and fine-tuning of BioBERT on NER. 

 
Spacy:  

 

Python's Spacy is a powerful Natural Language 

Processing (NLP) module that is available and open-

source. Spacy is optimized for production use and may 

be used to create programs that understand and analyze 

enormous amounts of text. It may be utilized as a pre-

processing step for deep learning and the development 

of information extraction and natural language 

comprehension systems. 

 

Scispacy: 

 

An open-source and free library for sophisticated 

Natural Language Processing, Scispacy was developed 

in Python and CPython. Statistical neural network 

models for processing biomedical, scientific, or clinical 

literature are now available in the library, which is 

licensed under the MIT license. 

 

BioBERT: 

 

Bidirectional Encoder Representations from 

Transformers (BERT) is one of the deep learning 

models that takes its cues from Transformers, in which 

each output is linked to each input and the weights 

between them are created on the fly depending on their 

relationship. Figure 3 shows how the BioBERT 

Architecture works. 

 

Generate contextualized Embedding 
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Figure 3. BioBERT Architecture 
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2. RELATED WORKS 
 

An effective method for learning high-level 

distributed vector representation for the semantic 

word relations is captured by a large number of 

words. The regular word representation is used to 

speed up and learn the frequent words by 

subsampling (Mikolov et al., 2013). BioSentVec 

represents the initial launch of an open set of 

sentence embeddings, developed using a vast corpus 

exceeding 30 million scientific documents from the 

PubMed database, in conjunction with clinical data 

derived from the MIMIC II Clinical Database. In this 

study, BioSentVecs embeddings are evaluated using 

two separate phrase pair similarity tasks in a variety 

of biomedical text genres (Chen et al., 2019). Rather 

than viewing BioNER tasks through the lens of 

sequence labelling, the study by (Pyysalo et al., 2013) 

reframes them as problems of machine reading 

comprehension (MRC). This conceptual reorientation 

allows for the integration of additional prior 

knowledge through the utilization of carefully crafted 

queries, thereby eliminating the necessity for 

decoding procedures such as conditional random 

fields (CRF). The technique of bacterial-named entity 

recognition is also discussed, which incorporates 

domain-specific features into a sophisticated deep 

learning framework. This framework merges the 

capabilities of a convolutional neural network with a 

bidirectional long short-term memory network. (Zhu 

et al., 2018) can attain superior performance in 

bacterial NER (Devopedia, 2020). Yuqi Si et al. 

(2019) obtained superior performance in bacterial 

NER by utilizing the domain properties (Yuqi Si et 

al., 2019). In the study referenced by (Lee et al., 

2016), the authors found that contextual embeddings, 

which were pre-trained on an extensive clinical 

dataset, set new benchmarks in all concept extraction 

tasks. The top-performing model outperformed all 

existing leading methods, which had F1 scores 

ranging between 80.74 and 81.65, with 80.74 being 

the highest score previously recorded. 

 

In the study (Peng et al., 2019), it is posited that 

BioBERT, pre-trained on biomedical datasets, 

outstrips not only BERT but also other previous 

leading models. This can be credited to BioBERT's 

architecture which remains consistent across tasks. 

Though BERT matches the performance of other top-

notch models, BioBERT markedly surpasses them in 

three standard biomedical text-mining tasks. Further 

research conducted by (Howard & Ruder, 2018) 

evaluated multiple baselines based on BERT and 

ELMo, concluding that the BERT model, pre-trained 

using PubMed abstracts and MIMIC-III clinical notes, 

delivered the optimal outcome. Meanwhile, (Yogatama 

et al., 2019) broach the subject of Universal Language 

Model Fine-tuning (ULMFiT), a transfer learning 

methodology efficacious for an array of tasks in 

natural language processing, and describe the pertinent 

strategies. The study identified (Qiu et al., 2020) 

executing a comprehensive empirical examination to 

ascertain performance against a crucial benchmark. 

The capacity to quickly adjust to new tasks by 

leveraging prior knowledge about a language's 

vocabulary, grammar, meaning, and practical rules is 

considered the essence of broad linguistic intelligence. 

Finally, Liu et al. (2016) present a succinct overview 

of language representation learning and its 

accompanying research trajectories. (Ling, 2023) 

research develops natural language processing (NLP) 

to analyze drug reviews of patient with their level of 

satisfaction. 

 

3. DATASET FOR MEDICAL NAMED 

ENTITY RECOGNITION 
 

The proposed system employs the Scispacy and Biobert 

models to identify medical phrases in text documents. It 

will categorize entities like Disease, drug/Chemical, 

Gene, etc., as shown in Figure 6, and highlight the entities 

with the help of displacy in the statements.  

 

Dataset 

 

The model has built on the following different datasets 

and the entities identified are the drug/chemical, the 

disease, and the Gene. 

 

BC5CDR: This corpus, available through the Bio-

Creative workshop (Li et al., 2016), is a challenge set by 

the Bio-Creative community for the extraction of 

chemical-disease relations. It aids in identifying 

chemical and disease entities from Medline abstracts. 

 

BC4CHEMD: This dataset comprises chemical 

compounds and drugs extracted from PubMed abstracts. 

It's provided by the Bio-Creative challenge for the 

development and evaluation of tools for Chemical NER 

(Krallinger et al., 2015). The BioNER datasets include 

Annotations of the NCBI Disease, which contains 6,881 

values. 

 

NCBI Disease: This dataset provides information on 

disease-related data from the National Center for 

Biotechnology Information (NCBI). It is used to access 

biomedical and genomic data, as mentioned in the 

release by Leaman et al (Islamaj et al., 2014). 

 

JNLPBA: This dataset, provided by (Kim et al., 2004), 

is employed to identify DNA, cell type, RNA, protein, 

and cell line. 

 

BC2GM: Bio Creative II Gene Mention Recognition 

(BC2GM) is a semi-supervised learning task that uses 

alternating structure optimization. This dataset, 

provided by Ando (2007), holds the state-of-the-art in 

the BC2GM task. 
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Figure 4. Proposed NER Flow Diagram 

 

Table 1. Dataset Table 

Name Entity 
Types 

Train 
Sentence 

Train 
entity 

Test 
Sentenc

e 

Test 
Entity 

BC2GM Gene/ 

Protein 

14093 18257 5038 6325 

BC4CHEM
D 

Drug/ 
Chem 

10321 58964 26364 25346 

BC5CDR-

chem 

Drug/ 

Chem 

7041 10550 4797 5385 

BC5CDR-

disease 

Disease 7031 8427 4797 4424 

NCBI- 
Disease 

Disease 5217 
 

5921 .0822 940 

JNLPBA Gene/ 

Protein 

12326 40753 3856 6241 

 

 

Figure 5. Dataset accessed from 

https://www.kaggle.com/datasets/tboyle10/medicaltrans

criptions 

 

The above Figure 5 shows the dataset which is used with 

Scispacy. It has the statement description, transcripts, 

and keywords. According to the keywords, the entities 

will be identified and they will be annotated. 

 

 

Figure 6. Biomedical entities identified 

 

4. METHODOLOGY 

 

4.1 NLP Pipeline 
 

1. Sentence Segmentation: It is the foremost step in the 

Natural Language Processing (NLP) pipeline. It 

involves breaking down a large body of text into its 

individual sentence constituents for easier processing. 

Take, for instance, the sentence, "Hyderabad is the 

capital and most populous city of Telangana and also 

for AP before the Telangana formation. It is also 

referred to as the pearl city. It was once under the rule 

of the Nizams, who constructed the renowned 

Charminar.” In this case, sentence segmentation would 

separate this text into distinct sentence units for further 

analysis. 

 

2. Word Tokenization: Word tokenization divides the 

large statements to the small phases or the tokens breaks 

the sentence into separate phrases or tokens. This helps 

apprehend the context of the textual content. While 

tokenizing the above sentence " Hyderabad is the capital 

and most populous city of Telangana and the city ", the 

sentence will be separated into single words, i.e., 

"Hyderabad", "is", "the", "capital", "and", "most", 

"populous", "city", "of", "Telangana", "and", "the", 

"pearl", "City". 

 

3. Stemming: It simplifies words to their root or base 

form, a process known as normalization thereby 

enabling more precise prediction of the parts of speech 

for each token. 

 

4. Lemmatization: It refines words by removing 

inflectional endings and returning the base or dictionary 

form of a word, also known as the lemma. Unlike 

stemming, which may result in non-standard words, 

lemmatization ensures the output is a valid term or 

phrase found in the language. 

 

 

Input Document 

Text Pre-Processing 

Named Entity Extraction 

Annotation Based Entities 

GUI 

Results 
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5. Stop word analysis: Stop word analysis involves 

evaluating the relevance of each word in a sentence. 

Some words, like "is," "a," "the," and "and," are more 

common in English and often carry less meaningful 

information. These are designated as "stop words" in 

natural language processing (NLP). As they occur 

frequently but don't contribute much to the overall 

meaning, they can be filtered out to highlight more 

critical, information-rich words. 

 

6. Dependency parsing: It is primarily utilized to decipher 

the interrelationships among words in a sentence. It works 

by creating a tree to visualize these relationships, with each 

word represented as a node. The central verb of the 

sentence serves as the root of this tree, signifying its 

foundational role in the overall sentence structure. 

 

7. Part-of-speech tagging: It involves assigning 

grammatical categories, such as verbs, adverbs, nouns, 

and adjectives, to each word in a sentence. This process 

aids in comprehending the linguistic and semantic 

significance of words, thereby ensuring grammatical 

correctness and enhancing sentence understanding. 
 
The CRF, employed by both the NLP Speech Tagger and 

NLTK, represents a statistical model suitable for handling 

sequential data, like words. It is capable of capturing a 

comprehensive understanding of a sentence's context. In 

this model, the input is   * ⃗⃗     ⃗⃗⃗⃗    ⃗⃗⃗⃗      ⃗⃗⃗⃗ +. 
 
 

 (   )   
 

 (  )
∏        *∑        (          ⃗⃗  ⃗)+            (1) 

 

 

Figure 7. NLP Pipeline 

 

4.2 Pre-trained models and hyper parameter tuning 
 

Deep learning technique, the hyperparameters of the BERT 

model must be initialized. On the other hand, finding the 

sweet spot at the beginning might be a challenge. 

Modifications may be made after comparing the model's 

results with data. The improved model may be referenced 

from the NER database of the transformers. Like training 

any other deep learning network, the approach is easy. A 

loop that takes into consideration the intended training 

length, or epochs, and the availability of graphics 

processing units (GPUs), will be created.  

4.3 NER Model Accuracy Prediction 
 

A NER model's effectiveness may be estimated in a 

variety of ways. This is commonly done by the use of 

measurements like the Precision, Recall, F1 score, or 

relaxed match. The below Figure 8 show the relation 

between the drug and the dosage of the drug.  

 

 

Figure 8. Relation between the drug and the dosage 

 

5. EXPERIMENTAL RESULTS  
 

BioBERT is a space-explicit language portrayal model 

optimized for large-scale biomedical corpora, which we 

call a "transformer for biomedical message mining." 

BioBERT, which uses almost identical engineering for 

different tasks, outperforms the BERT and other state-

of-the-art models when trained on a large number of 

biomedical corpora, the biomedical text mining tasks. 

When compared to prior-generation models, BERT's 

performance is on par, but BioBERT outperforms them 

in three key areas, delegate biomedical message named 

entity recognition, connection extraction, and question-

response rate. The study has shown that BERT can 

better understand difficult biomedical texts if it is first 

trained on relevant biomedical corpora. The system is 

evaluated using the performance measures such as 

precision, recall, and F1-score as given in the equation 

1,2,3. The two different algorithms Scispacy and the 

BioBERT are compared. The model has been loaded 

with 3 different datasets. A comparison study between 

the built-in model Scispacy and the customized model 

using BioBERT is made and the results are shown in 

Table 2 and 3. 

 

Table 2. BioBERT Training and Testing Result 

Bio Bert 

 Training Testing 

Datasets Precision Recall F1Score Precision Recall F1Score 

Disease 87.67 89.02 88.79 87.54 88.98 86.67 

Drug/ 

Chemical 
88.65 88.23 87.97 88.86 89.66 85.97 

Gene 89.87 87.32 88.68 83.45 84.98 84.23 

 

Sentence 

Segmentation 
Word 

Tokenization 
Stemming Lemmatization 

Stop word 

Analysis 

Dependency 

parsing Part-of-speech tagging 
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Figure 9. BioBERT training and testing 

 

             
                      

                  
                 (2) 

             
  

     
                                    (3) 

           
  

     
                                        (4)  

Table 2 shows the model training & testing results of the 

data using BioBERT model to extract the entities that are 

related to the medical or clinical texts. The dataset is 

collected from PubMed and the PMC. Figure 9 depicts 

the comparison of training and testing accuracy. 

 

Table 3 shows the comparison between the Scispacy and 

the BioBERT. For every dataset, the precision, recall, 

and F1-score of both models are displayed. The 

customized BioBERT model built and trained to extract 

the named entity of medical terms works equally good to 

the existing built in model Scispacy. Figure 10 depicts 

the comparison of precision, recall and F1Score results 

of the same. 

Table 3. Comparison table 

Comparison Between Scispacy and  BioBERT 

 Scispacy BioBERT 

Datasets Precision Recall F1Score Precision Recall F1Score 

Disease 88.23 89.02 87.12 87.54 88.98 86.67 

Drug/Chemical 87.25 89.52 88.01 88.86 89.66 85.97 

Gene 84.34 85.76 85.34 83.45 84.98 84.23 

 

 

Figure 10. Comparison between Scispacy and BioBERT 

 

GUI: 

 

In GUI the TensorFlow, PyTorch, and carafe, model 

encourage a site page where clients can get the nuances 

of the clinical words or components. Exactly when the 

client types or paste the substance in the text area and 

clicks analyse, the model identifies the trained named 

entity biomedical terms – Disease, Chemical, drug, and 

gene as shown in Figure.11. 

 

Figure 11. Screenshot of GUI Application 

 
6. CONCLUSION  
 

In NER, it accomplice the named components to their 

legitimate sorts and the entitles are eliminated for the 

data. For a particular space model for clinical data, it 

will eliminate clinical terms like disease, drug, 

treatment, and so on. In this work the entitles are 

isolated from the sentence for clinical data.  Here we 

proposed a comprehensive plan for the BioNER. 

suggested with a novel portrayal layer, which is 

processed by a BiLSTM-CRF layer, based on cognitive 

processes. Using a combination of BioBERT and 

substantial level word description, the proposed system 

created a layer that may be employed in a variety of 

contexts. This representation layer is trained on the 

biomedical corpora and is unique in its ability to deal 

with phonetic issues such as polysemy, meaning, 

accentuation, OOV, and disruption within the 
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biomedical composition. The proposed framework can 

outperform many state-of-the-art baselines and provide 

state-of-the-art results for BioNER. In the future, we 

want to extend our model to other geographies and 

investigate new methods for bolstering more data 

qualities, languages, and complexity.
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