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A B S T R A C T 

Breast cancer (BC) ranks the second most prevalent cancer among women 

globally and is the leading cause of female mortality. The conventional 

method for BC detection primarily relies on biopsy; this might be time-

consuming and error prone. The substantial lives lost due to BC underscores 

its significant threat. Mitigating this threat focuses on early detection and 

prevention by adopting novel techniques. Many researchers have turned to 

Machine Learning algorithms to develop prognosis systems. We employ a 

combination of deep learning (DL) and machine learning (ML) algorithms for 

BC identification. Our approach is a hybrid Convolutional Neural Network 

(CNN) model, which performs better than other experimental and existing 

models. This model effectively categorizes histopathological images into 

either benign or malignant classes. We explored various methodologies, 

including CNN, CNN in conjunction with Support Vector Machine (SVM), 

CNN with Random Forest, and VGG-16 combined with XGBOOST. This 

research seeks to enhance the accuracy and efficiency of BC diagnosis. It 

contributes to more effective early detection and improved patient outcomes. 

© 2024 Published by Faculty of Engineeringg  

 

 

 

 

1. INTRODUCTION  
 

Breast Cancer (BC) is a medical condition 

characterized by the uncontrolled growth of cells 

within the breast. There are various types of breast 

cancer, with the specific subtype determined by the 

type of cells that have undergone malignant 

transformation. BC can originate in the epithelial 

cells of the breast's lobules (15%) or ducts (85%), 

which are part of the glandular tissue (Lukong, 2017; 

Kim & Villadsen, 2018). This cancer typically 

remains confined to the lobule or duct, often 

exhibiting no noticeable symptoms and minimal 

potential for metastasis (spreading to other body 

parts). BC will be diagnosed in approximately 

twenty-three billion women globally in 2020, 
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resulting in 685,000 deaths (Khosasi, et al., 2023). 

By the end of 2020, about 78 million women would 

have been cancer-free for more than five years. BC 

may afflict women at any point of their lives and in 

any nation. Mortality rates for BC experienced 

fluctuations throughout the 1930s within the 1970s 

but began making improvements in the 1980s. These 

improvements can be attributed to early detection 

programs and a diverse range of treatment strategies 

aimed at eradicating invasive diseases (PanduRanga 

et al., 2019). 

 

Table 1. Stages, Symptoms and Treatments of Breast Cancer 

Stages Symptoms Treatment 

Stage 0: the growth is tiny and just present in the 

organs where they have framed and have not yet 

developed into neighboring tissues. 

There are, by and large, no side 

effects except that it can 

occasionally cause breast 

protuberance. 

Hormone Therapy 

Stage 1: the growth size is under 2 cm and may 

spread to different tissues in more modest 

regions. 

Nipple discharge, dimpling of the 

skin, enlarging or redness of the 

breast (Vital et al. (2014)). 

Radiation Therapy - 4 to 6 weeks 

Stage 2: the growth develops to 20-50 mm in 

size, and some lymph hubs get impacted by 

disease. 

Irregularity in the breast or 

armpit. 

Hormone therapy - for patients above 70 

yrs., Radiation Therapy, Chemotherapy, 

Surgery. 

Stage 3: the cancer is more significant than 50 

mm with more lymph hubs included. The 

infection might have migrated to the chest wall 

or the skin (Vital et al. (2015)). 

Same as stage 1 and stage 2 Most commonly surgery, Combination 

Therapy (Radiation Therapy + 

Chemotherapy + Hormone Therapy). 

Stage 4: The disease spreads to many regions of 

the human organism. 

Weakness or numbness, dry 

cough, chest pain. 

chemotherapy is controlled even before the 

medical procedure and Radiation Treatment 

alongside Hormone Therapy. 

 

Survival rates for BC vary significantly, with high-

income countries having over 90% survival rates, while 

countries like South Africa and India have 40% and 

66% respectively. Implementing treatment strategies 

and early detection in resource-limited regions can 

improve global treatment. The World Health 

Organization's Global BC Initiative aims to reduce BC 

mortality by 2.5% annually, preventing 2.5 million 

fatalities by 2030. 

 

The research gap in breast cancer detection is 

significant, with current methods lacking sensitivity 

across different subtypes and facing challenges in 

resource-constrained settings. The study introduces 

smart hybrid models, combining the strengths of various 

detection modalities to refine these mechanisms. The 

goal is to improve early detection rates and patient 

outcomes on a global scale, acknowledging the progress 

made in BC research and treatment. The integration of 

smart hybrid models aims to contribute to the evolution 

of BC detection, providing a more robust and efficient 

framework for clinicians and healthcare professionals. 

 

2. LITERATURE REVIEW  
 

The Literature Review section investigates the current 

state of information on BC detection. It investigates 

previous research, methodology, and technical 

breakthroughs in the area, laying the groundwork for 

understanding the present status of BC detection 

approaches and the gaps this study seeks to fill. Chiao et 

al. (2019) used deep learning, especially Mask R-CNN, 

to detect and segment breast lesions on UIs with a mean 

average accuracy of 0.75. Furthermore, the model had 

an overall accuracy of 85% in categorizing lesions as 

benign or malignant, indicating that it offers a viable 

non-invasive approach for complete breast lesion 

identification and classification. Xie et al. (2022) 

introduced two CNN models, one for DE speckling 

ultrasound images and another for classifying them as 

benign or malignant. When evaluated on the Mendeley 

Breast Ultrasound dataset, the models achieved an 

exceptional classification accuracy of 99.89%, 

outperforming recent methods in the field. 

Balasubramaniam et al. (2023) Utilized corrected ReLU 

in LeNet to address the "dying ReLU" issue, enhancing 

feature discriminability and improving BC diagnosis, 

detection, and, eventually, better outcomes for patients. 

Incorporating batch normalization mitigates internal 

covariate shift, reducing overfitting runtime and 

outperforming benchmark deep learning models, 

resulting in breast image identification accuracy of 

89.91% is notable. This approach improves performance 

in recognizing features, segmentation, classification, 

and identifying BC tumors. Karthik et al. (2022) 

introduced a novel Stacking Ensemble comprising 

custom CNN architectures for classifying breast 

tumours into 'Normal,' 'Benign,' and 'Malignant' 

categories using ultrasound images. Their ensemble 

achieved impressive metrics through extensive 

experimentation with an accuracy of 92.15%, f1-score 

of 92.21%, precision of 92.26%, and recall of 92.17%. 

Table 2 shows some existing research works on Breast 

cancer datasets with various experimental models. 
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Table 2. Some of Research on BC using UI Images 
Author Description Dataset   Used Result 

MurtiRawat et 

al. (2020) 

ML algorithms such as KNN, Logistic 

Regression, Ensemble learning with PCA are 
used for BC diagnosis. 

Wisconsin BC 

diagnosis 

The accuracy results are: 98.6% KNN, 97.9% using 

logistic regression, 99.3% using ensemble learning. 

Khuriwal et al. 

(2018) 

Convolutional Neural Network is used for 

classification 

MIAS dataset 98% accuracy 

Amrane et al 

(2018). 

Naïve Bayes and KNN are used for BC 

classification 

BC Dataset KNN       accuracy-97.51% NB Classifier- 96.19% 

 

Sahu et al. (2023) proposed the Shuffle-Net-Res-Net 

scheme, rigorously validated on diverse BC modalities, 

including mini-DDSM, BUS2, and BUSI. The results 

reveal that it outperforms current approaches, with 

impressive accuracy percentages of 99.17% and 98.00% 

for abnormal and malignancy identification in mini-

DDSM datasets and 96.52% & 93.18% for BUSI 

datasets, respectively. The model attains an impressive 

98.13% BUS2 malignancy detection accuracy. Kabir et 

al. (2021) provided unique ways for BC categorization 

from B-mode UIs based on WCP pictures. The classical 

feature-based method achieves over 97% accuracy by 

modelling ultrasound statistics with the RiIG distribution 

and utilizing various features with low ANOVA p-

values. In contrast, the custom-made CNN achieved 98% 

accuracy. 

3. MATERIALS AND METHODOLOGIES  

 

3.1 Proposed model 
 

Figure 1 shows the proposed model for BC identification 

through the BC Image dataset. Gather a comprehensive 

dataset of malignant and benign breast cancer images, 

forming the basis for model training and evaluation. 

Perform essential pre-processing tasks such as resizing, 

augmenting, and cropping on the breast cancer images. 

These steps will ensure uniformity and enhance data 

quality for subsequent analysis. Utilize Convolutional 

Neural Network (CNN) and VGG-16 deep learning 

models to extract meaningful features from breast cancer 

images. Fine-tune these pre-trained models using the 

gathered data to optimize feature extraction. 

 

 

Figure 1. Proposed model for Identification of BC using Image Dataset
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Store the extracted features and divide them into distinct 

training and testing sets, preparing the data for model 

training and validation. To assess the extracted features, 

employ various classification algorithms, including 

CNN, CNN + SVM, and VGG-16 + XGBOOST. 

Evaluate their performance by calculating key metrics 

such as Accuracy, Precision, Recall, F1 Score, and AUC 

values. Identify the most effective predictive model 

based on the algorithm that delivers the highest 

classification performance, considering the unique 

characteristics of the breast cancer dataset. Challenge 

the model with previously unseen malignant and benign 

breast cancer images to assess its real-world predictive 

capability. Generate comprehensive reports that detail 

the model's performance and test outcomes. These 

reports will be invaluable tools for assessing the model's 

practicality and reliability in clinical applications. 

 

3.2 Dataset Description 

The dataset (shown in table 3) includes statistics on the 

magnification level of microscope pictures and counts 

of malignant and benign images. This information is 

useful for various applications, notably medical image 

analysis, where distinguishing between benign and 

cancerous cells or tissues is critical. The dataset has four 

magnification levels: 40x, 100x, 200x, and 400x. These 

levels denote the magnification of the microscope lens 

used to take photographs. There are 2480 benign photos 

and 5429 malignant images, totalling 7909 across all 

magnification settings. It is vital to highlight that the 

dataset contains a considerable class imbalance between 

benign and cancerous photos. The dataset includes 

several magnification levels, which might be useful for 

jobs that require pictures at various magnification 

levels. Figure 2 shows the some of the samples of 

benign (figure 2 (A)) and malignant (figure 2 (B)) breast 

cancer BreaKHis image dataset. 

 

Table 3. Dataset Description 

Magnifica-

tion 

Malig-nant Benign Total 

Images 

400x 1232 588 1820 

200x 1390 623 2013 

100x 1437 644 2081 

40x 1370 625 1995 

Total 5429 2480 7909 

 
Figure 2. Sample Images of Benign and Malignant Breast Cancer  

 

3.3 Convolutional Neural Network 

CNN (shown in Figure 3), sometimes known as convnet, 

is a subset of Machine Learning, a subset of AI. It is one 

of several artificial neural networks for diverse 

applications and data kinds. CNN is a machine learning 

organization used explicitly for image recognition and 

operations that entail managing pixel information. 

Compared to other algorithms, the predicted pre-

handling in a CNN is substantially smaller. While 

channels in crude approaches are hand-designed, CNNs 

may become familiar with these channels/attributes with 

adequate practice. CNN's architecture is like the network 

example of Neurons in the Human Cerebrum and was 

energized by the addition of the Visual Cortex (Albawi 

et al., 2017). Individual neurons respond to 

enhancements only in a small visual field area called the 

Responsive Field. A variety of such regions cross over to 

span the entire viewable region. Convolutional, pooling, 
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and fully linked layers make up CNN. A 3 x 3 x 1 

convolved feature map will now be constructed from a 5 

x 5 x 1 input image by applying a 3 x 3 x 1 filter. 

Convolution is a method to distinguish significant level 

features, like edges, from information images. It is okay 

to limit Convnets to a Convolutional Layer. The very 

first Convolution layer frequently finds itself in charge 

of recording Edges, variation, inclination orientation, and 

so on, examples of low-level elements. With further 

layers, the architecture adjusts to the Significant Level 

components, resulting in a network that knows the 

graphics of the dataset as well as we do. The activity has 

two alternative outcomes: one in which the 

dimensionality of the convolved highlight is lowered 

compared to the data and one in which it is either 

increased or remains the same. Applying Significant 

Cushioning considering the prior option or Similar 

Cushioning considering the final choice completes this. 

When the 5x5x1 picture is expanded into a 6x6x1 

picture, after which the 3x3x1 filter is applied, we see 

that the convolved framework has 5x5x1-sized 

components. The name is, hence, the same padding. In 

the unlikely event that we perform the same activity 

without cushioning, we are provided with a grid that 

contains elements of the Bit (3x3x1) itself. 

 

Figure 3. Convolutional Neural Network 

 
It is known as valid padding. The Pooling layer oversees 

reducing the spatial size of the Convolved Component. 

Fewer computer resources are expected to handle the 

information to minimize its complexity. It also aids in 

extracting current aspects that are rotational and 

positional invariant, improving the model-creation 

process. Pooling is available in two varieties: Regular 

and Max Pooling (MP). MP returns to the most valuable 

part of the image the Bit covers. Typical pooling 

produces the average of the proportionally vast number 

of values from the region of the image that the Bit 

covers. MP is also a Commotion Suppressant. It 

eliminates the loud initiations and de-noises and reduces 

the aspect ratio. Standard Pooling uses dimensionality 

reduction to suppress noise. Therefore, MP outperforms 

Average Pooling. Because of the convolutional layer's 

output, a fully connected (FC) layer is commonly used to 

generate non-linear mixes of the top-level highlights. 

There, the FC layer is experimenting with a possible 

non-linear capability—the pooled characteristics, after 

flattening, are delivered to the wholly integrated layers. 

 

3.4 Convolutional Neural Network with Support 

Vector Machine 

The goal of SVM computation is to find the best line or 

choice limit for categorizing the n-layered space to 

quickly categorize fresh information of relevance later. 

The presence of a hyperplane limits this best-case 

situation. SVM selects and concentrates the most bizarre 

vectors to help create the hyperplane. These absurd cases 

are known as support vectors, and the following 

calculation is known as an SVM. SVMs can be divided 

into two different groups: linear and non-linear (Terlapu 

et al., 2021). Linear SVM: It is employed to classify 

directly divisible data, meaning if a database can be 

broken down into two categories using a single perfect 

line, it is uniformly detachable data. Non-Linear SVM: It 

is used for non-directly isolated information, which is 

used when a database cannot be sorted using a perfect 

line. The classifier used for this type of information is 

known as a Non-linear SVM classifier.  

 

3.5 Convolutional Neural Network with 

Random Forest (RF) 

An RF (shown in Figure 4) classifier employs several 

decision trees on different portions of the input dataset 

and applies the normal to the dataset's accuracy in 

forecasting the likely future. Instead of depending just 

on one decision tree, it forecasts the outcome based on 

estimates from all trees and most ballots from 

expectations (Vital et al., 2021). The more trees in the 

forest, the higher the accuracy and the lower the 

overfitting. RF operates in two stages: first, it creates 

the RF by combining N decision trees, and then it 

makes predictions for each tree created in the first step. 

These are the two assumptions for a good random forest 
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classifier: It should be noted that the attribute variable in 

the dataset should contain concrete numerical values for 

the classifier to do accurate predictions, instead of 

relying on estimated results. Additionally, to improve 

the accuracy of the predictions, it is desirable that the 

predictions from every tree have minimal correlation 

with one another. RF requires a comparatively shorter 

training time than other algorithms. It can predict output 

with a high degree of accuracy, even when handling 

large datasets in an efficient manner. It can maintain its 

accuracy even when a notable proportion of data is 

missing. 

 

Figure 4. Random Forest Analysis  

3.6 XGBoost 
 

The boosting ensemble approach combines several 

unsuccessful classifiers to create a powerful 

classifier. A model is first generated using training 

data, and then further models are created to fix any 

mistakes in the first model. This approach is repeated 

until either the maximum number of models is 

formed, or the full training dataset can be properly 

predicted. Gradient boosting is a popular boosting 

approach in which each estimate corrects the error of 

its predecessor. In contrast to Adaboost, the weight of 

the training examples is not modified. Instead, the 

labels from the ancestor's residual mistakes are used 

to teach each estimator. Gradient boosting is 

implemented by XGBoost, which generates decision 

trees successively. The feature weights are critical to 

XGBoost since they are assigned to each independent 

variable and supplied into the decision tree, which 

anticipates the outcome. The factors that the decision 

tree incorrectly forecasted are given greater weight 

and put into the decision tree that follows. Then, by 

integrating these distinct classifiers, a more accurate 

model is formed. XGBoost can tackle regression, 

classification, ranking, and particularly specified 

forecasting problem. 

 

4. RESULTS AND ANALYSIS  

 

4.1 Confusion Matrix Analysis for Experimental 

Models: 
 

Figure 5 (A) shows the CNN confusion matrix in 

classifying breast tumours. It correctly identifies a 

substantial number of benign cases (478) while also 

effectively distinguishing malignant cases (1135), with 

only a limited number of misclassifications in both 

categories (18 benign and 24 malignant).  

 

The CNN + SVM confusion matrix is shown in Figure 5 

(A) and indicates a mixed performance in classifying 

breast tumours. It correctly identifies many malignant 

cases (939) but challenges distinguishing benign cases 

(322). The model has many false positives (174 benign 

cases) and false negatives (220 malignant cases). The CNN 

+ RF confusion matrix is shown in Figure 5 (C) and 

demonstrates excellent performance in breast tumour 

classification. It correctly identifies all malignant cases 

(1159) and does not misclassify any benign patients, 

resulting in perfect precision for both categories. This 

indicates a reliable model for distinguishing between 

benign and malignant cases, with no false positives or 

negatives. The VGG-16 + XGBoost confusion matrix 

shows exceptional performance in breast tumour 

classification. It correctly identifies all malignant issues 

(1159) and does not misclassify any benign cases, 

achieving perfect precision for both categories. This 

reflects a highly reliable model for distinguishing between 

benign and malignant cases. 
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(A) CNN Confusion Matrix 

 
(B) CNN+SVM Confusion Matrix 

 
(C) CNN +RF Confusion Matrix 

 
(D) VGG-16 + XGBoost Confusion Matrix 

Figure 5. Confusion Matrix for all Experimental Models 

 

4.2 Performance Parameters Analysis for each 

Experimental Models 
 

Table 4 provides a comprehensive overview of breast 

cancer classification performance by various algorithms, 

explicitly focusing on distinguishing between benign (B) 

and malignant (M) cases. CNN algorithm performs 

robustly in classifying breast cancer, with an overall 

accuracy of nearly 97.5%. AUC (Area Under the Curve): 

98.3% - The AUC score signifies a high level of 

discrimination power in separating malignant and benign 

cases. CNN + SVM Accuracy is 76.19% - The 

combination of CNN and SVM yields a lower accuracy 

than the standalone CNN model. CNN + RF Accuracy: 

100% - CNN combined with Random Forest achieves a 

perfect accuracy score, indicating flawless classification. 

AUC: 100% - The AUC score also reaches the maximum 

value. Accuracy: 100% - The VGG-16 model combined 

with XGBOOST achieves perfect accuracy, suggesting 

flawless classification. AUC: 100%, indicating ideal 

discrimination. The table reveals that the combination of 

deep learning models (CNN and VGG-16) with gradient 

boosting algorithms (XGBOOST) and Random Forest 

(RF) results in near-perfect or perfect classification 

performance, particularly in distinguishing between 

malignant and benign breast cancer cases. 

 

Table 4. Performance parameters evaluations 

Algorithm Accuracy AUC Precision Recall F1 Score 

CNN 0.9746 0.983 
B - 0.95 

M -0.98 

B - 0.96 

M - 0.98 

B - 0.96 

M - 0.98 

CNN+SVM 0.7619 0.842 
B - 0.59 

M - 0.84 

B - 0.65 

M - 0.81 

B - 0.62 

M - 0.83 

CNN +RF 1.0 1.0 
B - 1.00 

M - 1.00 

B - 1.00 

M - 1.00 

B - 1.00 

M - 1.00 

VGG-16 +XGBOOST 1.0 1.0 
B - 1.00 

M - 1.00 

B - 1.00 

M - 1.00 

B - 1.00 

M - 1.00 

*Note : B for 'Benign,' and M for 'Malignant' 



Gali et al., Smart hybrid models for improved breast cancer detection 

 1738 

4.3 DISCUSSIONS 
 

Figure 6 shows the Performance parameters 

comparative analysis of CA and ROC values.  Accuracy 

of the CNN and CNN + SVM models achieve 

accuracies of 97.46% and 76.19%, respectively, 

indicating a solid performance by CNN in correctly 

classifying breast tumours. The CNN + RF and VGG-16 

+ XGBOOST models both achieve perfect accuracies of 

100%, demonstrating the highest level of accuracy in 

breast cancer classification.The AUC values for the 

CNN and CNN + SVM models are 0.983 and 0.842, 

respectively, with the CNN model outperforming CNN 

+ SVM in discriminating between benign and malignant 

cases. Both CNN + RF and VGG-16 + XGBOOST 

models achieve perfect AUC scores of 1.0, indicating 

ideal discrimination power and the highest level of 

Performance in distinguishing between the two classes.

 

 

Figure 6: Comparative Analysis performance attributes about experimental models 

 

The table shows the comprehensiveness of the present 

study with other works related to breast cancer image 

datasets. In comparison with different experimental 

results, the present study demonstrates outstanding 

performance with perfect classification accuracy (1.0) 

and AUC (1.0) for both the CNN + RF and VGG-16 + 

XGBOOST models, surpassing previous research 

efforts that achieved accuracies ranging from 90.02% to 

98.27% and F1 scores between 90.49% and 99%. 

 

Table 5. Comparative analysis and evaluations present work with other existing research works 

Author (Year) Description Dataset   Used Result 

Zhang et al. 

(2020) 

A deep learning framework that combines 

Linear discriminant analysis and auto 

encoder neural network is used for 

classification. 

Different  real-

time    datasets 

 

98.27%  accuracy 

Prakash & 

Visakha (2020) 

A neural network consisting of all dense 

layers are used. It is optimized using early 

stopping and dropout layers. 

Wisconsin BC 

diagnosis 

Benign F1 Score-98 Malignant F1 score-99 

 

Aryan& Saha 

(2020) 

Deep learning-based stacking ensemble 

framework is used for classification 

MetaBric  

dataset 
90.02% accuracy 

Gour et al. 

(2019) 

A residual-learning based approach is used 

for BC classification i.e., ResHist. 

BreaKHis 

dataset 

92.52%     accuracy. F1 scores are 90.49% 

and 93.45% 

Present Study 
CNN +RF and VGG-16 +XGBOOST 

Proposal Models. 

BreaKHis 

dataset 

CNN + RF: Classification accuracy 1.0 and 

AUC 1.0,  VGG-16+XGBOOST: 

Classification accuracy 1.0 and AUC 1.0 
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5. CONCLUSION  
 

We took the renowned BreaKHis dataset for 

assessment. We planned to foster decreased time and 

cost elements of the patients as well as to limit crafted 

by specialists. We have utilized basic and justifiable 

models to finish this work. Our techniques should be 

used for preparing data, and testing data should be 

utilized to check, assuming the results are adequately 

exact. For each ensuing calculation we applied, we 

worked on the productivity of the model. Along these 

lines, we created and performed BC identification 

model. Our research focused on identifying the type of 

tumour, whether it is benign or malignant. That means 

we have classified the main types of cancer tumours. 

Our research doesn't recognize the kind of images as 

ductal carcinoma, lobular carcinoma, etc. The future 

work should focus on it. Along with these, they can also 

concentrate on the stage of breast cancer. By taking 

input images, the model should estimate the tumour's 

size, report its respective phase, and prescribe the 

necessary treatment. 
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