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A B S T R A C T 

Increasing urbanisation and industrialisation produce major environmental 

challenges such as air pollution, which endangers human, animal, and 

vegetation life. Reliable measurement, monitoring, and prediction of Air 

Quality (AQ) have emerged as key global concerns. The State Government-

Municipal Corporation is working on policy reforms to fight the deterioration 

of air quality in Pune and other Indian cities. In this paper, Real Time Air 

Quality Surveillance & Forecasting System (RTAQSFS) has been developed, 

which work in the cascaded model incorporating electronics hardware as well 

as machine learning algorithms. The presence of air pollutants is measured 

using sensors like MQ135, MQ7, MQ131 etc. The performance of machine 

learning algorithms viz. Linear regression, Ridge regression, Lasso 

regression, Decision tree and Random Forest has been evaluated wrt. RMSE 

and R2. The experimental results show that Random Forest outperforms the 

other algorithm providing less RMSE and R2 as 99.9% for all the parameters. 

                                                      © 2024 Published by Faculty of Engineering  

 

 

 

 

1. INTRODUCTION  
 

Air pollution is frequently caused by anthropogenic 

activities and natural phenomena like disasters and 

forest fires and its levels remain dangerously high in 

many parts of the world. Numerous health implications 

of air pollution. The elderly and young children are 

most impacted by it. The health impacts include 

respiratory and cardiac disorders such as asthma, 

pneumonia and lung cancer. Other devastating 

repercussions include acid rain, eutrophication, ozone 

layer thinning, and global warming. Nine out of ten 

individuals breathe air with high levels of pollution, 

according to recent WHO data (Annual report, 2018) 

alarming 7 million people per year die from ambient 

(outdoor) and residential air pollution, according to 

updated estimates It is also growing with the increase in 

traffic especially in big cities. In India nearly 12.4 lakhs 

people lost their life due to air pollution in 2017(Annual 

report 2017).The survey indicates that in globe around 
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18% people loses their life due to air pollution related 

diseases. In India this is 26% (Annual report, 2017). As 

shown in Figure 1, the Air Quality (AQ) in Pune city, 

Maharashtra, India is also deteriorating day by day 

especially in Sub-Urban regions like Shivaji Nagar, 

Kothrud, Mandai, Hadapsar. The environment status 

report (Environment status report, 2017) 2016–17 of the 

Pune Municipal Corporation (PMC), makes it 

abundantly evident that air pollutants like nitrogen 

oxide, nitrogen dioxide, sulphur dioxide, carbon 

monoxide, and particle matter are constantly rising, 

Hadapsar and Navipeth are two of the most polluted 

areas in the city. The State Government-Municipal 

Corporation is working on policy reforms to fight the 

deterioration of air quality in Pune and other Indian 

cities. The U.S. Environment Protection Agency (EPA) 

established the Air Quality Indicator (AQI) to determine 

the regional air quality representing pollutant allowable 

levels that have been inflated by time, place, and other 

factors (Technical assistance document, 2018).In paper 

(Gulia et al,202), Respirable Suspended Particulate 

Matter (RSPM) has been analyzed for Delhi, India  from 

2003 to 2019,which shows the annual average 

increment in the range of 0.98–3.19% and for NO2 ,it is 

of 5.21–6.07%. This alarming condition  needs to 

address by developing  a systematic mechanism to 

monitor/assess the improvement in air quality (pollutant 

wise) through  implemented control strategies. 

 

With technological advancements such as artificial 

intelligence and machine learning, AQ categorization 

and prediction can be more efficiently monitored, 

anticipated, and required measures can be done if AQ 

exceeds the established levels. In this field, a lot of 

research has been done. Prior to now, many pollutants 

were analyzed and anticipated using statistical and 

cutting-edge approaches. In this paper, our research 

work is focused on Hadapsar, Pune, Maharashtra, India. 

 

The objectives are:  

 Choosing the best statistical model for air-

pollution prediction. 

 Design and Development of Real Time Air 

Quality Surveillance & Forecasting System 

(RTAQSFS) 

 Evaluation of empirical analysis using a real-

time dataset for Hadapsar, Pune, and 

comparison to baseline techniques  

 Assessment of correlation among air pollutants. 

 Addressing the most important factors in air 

pollution forecast on an hourly basis. 

The organization of paper is as follows. Literature 

survey is discussed in section 2, section 3 deals with our 

proposed RTAQSFS, section 4 elaborates machine 

learning (ML) algorithms. The results using RTAQSFS 

have been discussed in section 5 which is followed by 

conclusions in section 6. 

 

Figure 1. Air pollution (Hindustan Times 2017) 

 

2. LITERATURE SURVEY 
 

Five distinct machine learning methods, including 

random forest, multilayer perceptron, K-Nearest 

Neighbour, SVR, and multi-linear regression, were 

deployed for the air dispersion model and compared. A 

set of 1000 dummy points was processed by a 

professional. Multi-layer Perceptron Algorithm provides 

the lowest mean squared error (MSE) as 2.1when 

compared to the other implemented algorithm viz. K- 

Nearest Neighbour, SVR, Random Forest and Multi-

Linear Regression having 3, 9 and 10 respectively 

(Simu et al, 2020). Various methods such as SVM, 

linear regression, XGboost, and others, have been 

examined in order to accurately estimate the incoming 

pollution level. The neural network and boosting model 

outperform all other algorithms (Madan et al, 2020). 

 

(Bisht et al, 2018) suggested Extreme Learning Machine 

(ELM) based system predicts better than existing air 

pollution prediction systems. (Bekkar et al, 2021) designed 

a deep learning method utilizing  CNN-LSTM with a 

spatial-temporal feature to predict the hourly forecast of 

PM 2.5 in Beijing, China, by combining historical data of 

pollutants, meteorological data, and PM 2.5 in surrounding 

stations. The experimental results show that "hybrid CNN-

LSTM multivariate" strategy produces better accurate 

predictions than traditional  LSTM, Bi-LSTM, GRU, Bi-

GRU, CNN.In (Vong et al, 2012),metrological and 

pollutant data were collected daily at Macau monitoring 

stations and experimented with SVM different kernels. The 

prediction results of the SVM-Linear model and the SVM-

RBF model demonstrated a relative good fit to the 

observed test set of over a year of data, particularly for 

SO2 and NO2. SVM-Linear and SVM-RBF models 

outperformed other SVM-polynomial, sigmoid, and 

wavelet tested models in seasonal experiments, with some 
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lagging and underestimate of these two models occurring 

in the winter experiment. 

 

In (Guo et al, 2021) ,the quarterly compound accumulation 

grey model QCGM(1, 1) model is proposed to investigate 

22 Chinese towns with poor air quality for SO2,NO2 

,PM2.5 and PM10 . The grey model's (GM) accumulation 

is optimised by incorporating two parameter variables to 

regulate the accumulation sequence. A seasonal element is 

incorporated into the model to address issue of seasonal 

variations of pollutants. When compared to the traditional 

GM(1, 1) model, the model's initial value is effective, and 

the fitting accuracy is substantially improved.  

 

The findings of (Castelli et al, 2020) show that SVR with 

RBF kernel allows author to reliably predict hourly 

pollutant concentrations such as CO, SO2, NOx, ground-

level ozone, and PM2.5 as well as the hourly AQI for the 

state of California. It is  shown in (Dun et al, 2020) that the 

hybrid model (FGM (0,m)-SVR) performs better at 

forecasting in Shijiazhuang and Chongqing cities. The 

three air pollutants (PM10, PM2.5, and NO2) are 

forecasted using the hybrid model, and it is shown that the 

hybrid model's prediction accuracy is significantly higher 

than that of the single model. (Chen et al, 2020) describes 

an intelligent environmental pollution monitoring system 

based on a novel semiconductor gas sensor. The system 

combines data collection, processing, and application into 

one, enabling real-time monitoring, data storage, and 

equipment control of polluted gas. The measurement 

findings demonstrate that the system can successfully 

measure CO gas at concentrations ranging from 0 to 50 

ppm, with a relative measurement error that can essentially 

be kept at less than 2%, thereby achieving the system's 

performance index. The AQ monitoring and prediction  in 

Skopje consists  of  18 monitoring stations for 7 pollutants 

reveals that PM10 and PM2.5 are the most hazardous air 

pollutants in Skopje ( Mijakovski et al,2020). 

 

The portable air pollution monitoring system based on a 

chemical sensor array has been developed in (Chen et al, 

2020). Internet of Thing (IoT) has been utilized in (Jiyal et 

al, 2020) for monitoring and prediction of air pollutant. 

People can adjust their travel path by knowing the 

pollution level of a populated place using an android app 

on their cell phone. Further, alarm systems also sound, and 

action can be done to reduce air pollution levels. In 

(Parmar et al, 2017 ), authors analysed up to seven air 

contaminants in Skopje. 

 

An analysis of the pollutants' inventory suggests that 

suspended particles (PM10 and PM2.5) have been the 

most serious air pollutants. Air quality for Colaba 

region of Mumbai, India using AR, FFNN, univariate 

LSTM, multivariate LSTM and Bidirectional LSTM 

discussed in (Vibhute et al, 2020). Bidirectional LSTM 

model for PM2.5 perform well comparatively the AR, 

FFNN and univariate LSTM and multivariate LSTM 

with RMSE 19.54 & R2 value 0.66. (Xiaojun et al, 

2015) performs reduction in hardware cost by 1:10  

using IoT. (Liang et al, 2020) shows the result for R2 

for stacking ensemble and AdaBoost, where stacking 

ensemble gives best RMSE and AdaBoost gives the 

good MAE result. SVM gives the worst result except for 

1-hr prediction.  

 

3. REAL TIME AIR QUALITY 

SURVEILLANCE & FORECASTING 

SYSTEM (RTAQSFS) 

 
As shown in figure 2, RTAQSFS consists of power supply 

circuit with battery backup, sensor, ESP8266/ESP32 

controller with Wi-Fi system on chip for monitoring & 

recording of the environmental parameters, 744067 

demultiplexer and various sensors attached to IO ports of 

controller. RTAQSFS contains ESP8266 for monitoring & 

recording of the environmental parameters, gas sensors like 

MQ131, MQ135, MQ7 and GP2Y1010AU0F and 

environment parameter sensor DHT22.  

 

 
Figure 2. Block Diagram for RTAQSFS 
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MQ131 senses Ozone, NOx, NO2, NO & Benzene. The 

sensor incorporates an acute sensitivity to ozone and has a 

sensitivity to strong oxides emissions, CL2. MQ135 is 

implemented to detect Ammonia (NH4) & greenhouse 

emission (CO2).MQ7 is used for sensing CO. DHT22 

measures temperature and humidity. GP2Y1010AU0F is 

used to measure PM 2.5-the dust within the environment.  

The sensed data at the controller is processed and sent using 

web socket, further the data is forwarded using Google app 

script then the data is inserted into new row in google 

spreadsheet. IoT is implemented using HTTP which process 

the data using URL. 

 

 
 

 
Figure 3. Hardware of RTAQSFS 

 

4. MACHINE LEARNING 

 
In this research paper supervised machine learning(ML) 

algorithm has been studied. 

 

4.1 Linear Regression (LR)  
 

In LR, independent and dependent variable follows 

linear relationship of straight line. Practical equation of 

LR consists of: 
    

                                                                       

 

Where     = Dependent Variable,    = Independent 

Variable,    = intercept,     =  slope 

 

The sum of squared discrepancies between observed 

values and anticipated values is decreased by the line. 

 

 

 

 

 

4.2 Regularization 
 

Regularization is an approach in ML algorithms that 

preserves accuracy by reducing the magnitude of the 

variable. A generic linear or polynomial regression will 

fail if there is sufficient co-linearity between the 

independent variables. Ridge regression can be used to 

solve these problems. 

 

4.2.1 Ridge Algorithm 
 

It is an LR model that reduces over fitting by including 

a minor penalty of square magnitude of the coefficients, 

as illustrated in equation 2. 

 

∑            ∑ (    ∑     
     

   
 
   

   )
 
   ∑     

                              (2) 

 

Where βj =weights, λ =penalty term, yi = actual output 

y'i  = predicted output 

 

4.2.2. Lasso Regression 
 

∑            ∑ (    ∑     
     

   
 
   

   )
 
   ∑ |  | 

                            (3) 

 

βj = weights, λ = penalty term, yi = actual output, y'i = 

predicted output 

 

It is least absolute selector operator which works similar 

to ridge model but the penalty is in only absolute weight 

rather than square weight like ridge. Lasso also help in 

feature selection. 

 

4.3. Decision Tree 
 

It is akin to a tree structure, with nodes representing 

datasets where the data is separated, leaves representing 

final outcomes output, and branches representing 

decisions. Decision nodes may have several branches, 

with the leaf node serving as the end point. In DT, 

Information Gain (I.G.) is used to measure classifier 

performance. The better the split, the greater the I.G. 

                                        (4) 

Each pollutant is measured in µg/m3. Descriptive 

statistics of each pollutant given in table 1 which clearly 

indicates that the pollutants values are exceeding the 

safer limit [D]. Figure 5 reflects the correlation plot 

among the pollutant and metrological parameters. 

Temperature and humidity are highly correlated with 

each other while Ozone and NOx shows correlation 

between them. 
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Table 1. Statistics of Pollutants for Hadapsar Region, Pune. 

  Parameter Min  Max  Mean  Std  Q1  Q2  Q3  

Temperature 26.60 31.20 28.93 0.91 28.40 28.90 29.60 

Humidity 50.60 84.60 61.82 5.16 57.23 62.30 64.88 

Ozone 1.95 171.80 9.63 6.82 9.06 9.32 9.32 

CO 0.22 113.51 11.16 11.47 3.91 8.01 10.98 

CO2 400.00 431.02 402.89 4.96 400.00 400.39 404.76 

PM2.5 6.75 545.3 276.03 34.19 154.80 281.01 77.33 

Ammonia (NH4) 0.68 21.94 6.23 4.70 2.11 5.45 8.24 

Benzene 0.18 3.63 0.20 0.14 0.19 0.20 0.20 

Nitric Oxide (NO) 6.64 155.08 80.86 0.89 43.75 80.86 117.97 

No2 13.02 129.58 71.3 1.49 42.16 71.3 100.44 

Nitrogen Oxide (Nox) 27.13 244.36 135.74 2.53 81.43 135.74 190.05 

 

4.4 Random Forest 
 

It combines the output of multiple DTs to make the 

ultimate decision. The outcome is based on average. So, 

for X inputs, multiple Y output are available. Based on 

averaging of multiple Y final output of Random Forest 

is determined. Machine learning is a part of Artificial 

Intelligence, it consists of a dataset. Where data is 

cleaned, algorithms are processed by training & testing. 

Based on testing & training values error rate of 

algorithm is delivered. Jupyter IDE is used to performed 

machine learning algorithm. 

 

5. RESULT 

 
RTAQSFS, Figure 4, is installed at Hadapsar region 

of Pune which has the Latitude 18.51950 and 

Longitude 73.85540. The region is well settled 

urbanized region. System monitors for continuously 1 

Month for 24 hours. 80% of data is used of training 

and 20% of data is used for testing the performance 

of ML algorithm. 

 

 

Figure 4. Map view pointing installation location. 

 

 

 
Figure 5. Correlation Plot of Pollutants and 

Metrological Parameters 

 

As shown in Figure 6, when the power is turned on, 

the hardware is initialized, and the connectivity of all 

components, including sensors, has been checked. 

The raw values sensed by sensors with the assistance 

of algorithms for various sensors has been pre-

processed. Once the value of the all the sensor has 

been collected the controller transforms it into the 

string and pushes the string to cloud using web socket 

based URL. Google Apps Script translates the data 

from string to parameter-wise format, which is 

subsequently entered into Google Sheets. After the 

cloud procedure is finished, it sends the status code to 

the controller. If there is an error status code, it will 

push the string until a positive status is received. The 

same process is repeated every 20 minutes. 
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Figure 6. Flow Chart of the system. 

 

The data collected for 31 days consists of total 2232 

reading of the pollutant and environment parameters   

which forms the dataset. From total dataset 80℅ data 

is taken for training and 20℅ for testing various ML 

algorithm. The performance of ML algorithm has 

been compared by root mean square error (RMSE) 

and coefficient of determination (R
2
). 

 

For Random Forest, the parameters like Maximum 

depth = 8, N estimators = 115, Minimum sample leaf 

= 2 and Minimum sample split = 2, have been 

optimized and were used to calculate the final error.  

 

Comparing the results from Table 2 and from figure 7 

to 9, with respect to R
2
 the best performing algorithm 

for Humidity, Ozone, CO, NO2 is Lasso where the 

score is 99.9% and for ammonia it is 99.8% whereas 

for PM2.5 & Benzene it is Linear Regression with the 

score of 99.6% & 99.4% respectively. Random forest 

gives the accuracy of 99.9% almost for all 

parameters. 

 

Table 2. Performance Comparisions 

Algorithm 

Parameter 
Linear Regression Ridge Lasso Decision Tree 

Random Forest 

Regression 

 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 

Humidity 1.64 0.996 6.9 1.0 0.2 0.998 0.74 0.997 0.56 0.998 

Ozone 6.56 0.969 2.61 1.0 0.01 0.999 0.22 0.936 0.65 0.998 

CO 1.11 0.997 2.05 1.0 0.09 0.999 0.5 0.972 0.71 0.998 

CO2 1.33 0.97 5.85 1.0 0.26 0.997 0.78 0.981 0.14 0.999 

PM2.5 1.01 0.996 8.05 1.0 0.27 0.001 2.21 0.7 0.167 0.998 

Ammonia (NH4) 7.25 0.995 4.17 1.0 0.18 0.998 0.09 1.0 0.33 0.998 

Benzene 1.16 0.994 1.25 1.0 1.4 0.828 3.35 0.881 0.3 0.998 

Nitric Oxide (NO) 9.53 0.997 4.87 1.0 2.5 0.999 0.23 1.0 0.08 0.999 

No2 1.48 1.0 3.48 1.0 2.47 0.999 1.51 1.0 0.33 0.999 

Nox 3.14 1.0 3.12 1.0 9.2 0.999 0.05 1.0 0.1 0.999 



Proceedings on Engineering Sciences, Vol. 06, No. 2 (2024) 505-512, doi: 10.24874/PES06.02.008 

 

 511 

 

Figure 7.  Performance of ML Algorithms for CO 
 

 
Figure 8. Performances of ML Algorithms for PM 2.5 

 

 
Figure 9. Performance of ML Algorithms for NOX    

 

6. CONCLUSION 
 

Predicting air quality is difficult due to 

environmental uncertainty, unpredictability, and the 

temporal and spatial fluctuation of contaminants. Air 

pollution is a severe   global issue that has a negative 

impact on human life as well as animals and plants. 

Our proposed RTAQSFS collects real-time data from 

Hadapsar, Pune, which is utilized in the modelling of 

air quality prediction models. The collected data of 

pollutants and metrological parameters is transferred 

to the cloud using HTTP protocol.   Pollutant data 

were statistically analyzed before being   

preprocessed. Correlation analysis displays the 

relationship between contaminants. For air pollution 

prediction 5 different ML algorithms viz. linear 

regression, Lasso regression, Ridge regression, 

Decision tree and random forest were implemented. 

The results show that Random Forest has the highest 

accuracy, followed by Lasso regression and linear 

regression. Further work could include developing 

more robust hybrid models with deep learning 

approach. 
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