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A B S T R A C T 

Text localization play a crucial role in scene images to read the text content 

effectively. There have been built many deep learning (DL) rooted models for 

classification as well as localization of manifold language text in scene images in 

recent years. Though, after a thorough review it is explored that there is very less 

research conducted on text localization based on the Devanagari script rule. 

However, previously developed models for text classification and localization have 

a few setbacks namely lower performance metrics, hardship in text localization 

with multi-scaling shapes, intricacy in handling irregular text etc. This research 

presents a novel framework which is developed for the localization of text in a 

natural scene image based on the Devanagari script rule using deep learning. This 

framework initially pre-processes the input datasets for standardization. Secondly, 

it integrates the enhanced YOLO-v7 for candidate component detection, 

improvised support vector machine (SVM) and AdaBoost as a hybrid text classifier 

model. Lastly, text segmentation and clustering are done using balanced iterative 

reducing and clustering using the hierarchies (BIRCH) algorithm and transfer 

learning is used in the localization model. This proposed model obtains accuracy, 

precision, recall and F1 score on vpdDataset as well as ICDAR 2015 datasets 

98.33%, 99.01%, 99.05%, 97.76%, and 98.09%, 98.02%, 99.03%, 97.46%, 

respectively. Therefore, the obtained findings of this proposed model are very 

optimal and enhanced in comparison with previous text detection and localization 

models.  

© 2024 Published by Faculty of Engineeringg  

 

 

 

 

1. INTRODUCTION 

Text localization in scene images particularly for the 

Devanagari script is becoming highly competitive and 

challenging work in the present scenario as scene text 

attributes are extremely distinct from other kinds of 

scanned documents in terms of different aspects such as 

type, font size or style (Akallouch et al., 2022; Gao et 

al., 2019; Mahajan & Rani, 2021). Therefore, specific 

approaches are needed for text content localization as 

well as recognition. In fact, scene image text 

localization is one of the complicated yet essential 

works as there is not any previous information 

accessible on layout, position, dimension, direction 

colour and typeface of text content within scene pictures 



Prasad et al., Localisation of text in a natural scene image based on devanagari script rule using deep learning 

 374 

(Francis & Sreenath, 2022; Uchida, 2014). Also, there 

are numerous patterns as well as textures very identical 

to the characters due to which localization of text is 

intricate (Long et al., 2021). In addition to this, natural 

scene text localization and recognition are competitive 

owing to the multifarious characters blurring effects, 

unequal lighting conditions, perspective as well as lower 

resolution conditions. The decorated characters or 

words of Devanagari text also make the localization task 

more complicated (Bagi & Dutta, 2021; Bisht & Gupta, 

2023).  

 

At present, the majority of text content is being captured 

with the aid of various types of cameras in comparison to 

scanners. Digital camera-rooted optical character 

recognition (OCR) is an innovation employed to identify 

all characters of the script clicked by cameras (Kaur et al., 

2017; Zhao et al., 2022). Therefore, in this technological 

era, smartphones are more handy and easy to carry than 

scanners. The smartphone cameras are capable enough 

for capturing multifarious text content from natural scene 

images namely signboard characters, roadside hoardings 

etc (Rong et al., 2020). For an optimal solution to the 

above-described intricacy, researchers have to not only 

metamorphose the conventional image processing 

techniques besides explore and integrate the novel pattern 

identification methodologies for scene text content 

localization as well as recognition through the scene 

pictures (Ali & Hashim, 2016; Devi & Kumar, 2021).  

 

Natural scene text detection as well as localization are 

receiving huge attention from both academia as well as 

industry. This is one of the vital areas for research in 

computer vision. Owing to the expansion of deep 

learning as well as mobile-based IoT (Internet of Things), 

text identification studies have made pragmatic progress 

in recent years (Udupa et al., 2022; Vaidya et al., 2020). 

There are reviewed extensive works on scene text 

localization and identification in scene images during the 

last decade for summarization of key threats and 

noteworthy development in natural scene text 

identification. In (Gupta & Jalal, 2022), N. Gupta et al. 

introduced the historical evaluation as well as a 

significant development of scene text identification and 

categorizes deep learning-based techniques and 

conventional techniques in detail along with key threats. 

Further, there is introduced the most common benchmark 

datasets used in previous work. Lastly, this study 

summarizes and forecast possible future research route 

for researchers. In (DASARI & Mehta, 2022), S. K. 

Dasari et al. developed a hybrid CNN framework for text 

categorization as well as identification through scene 

pictures. Accurate detection of the text content from the 

varied captured picture format is a massive threat owing 

to various factors namely the colour contrast, dimensions, 

or blurred background. Nevertheless, the proposed 

framework offers lower metrics in the complex 

background and uneven light settings. To solve issues of 

earlier text detection and localization models, this work 

presents a new text localization model for natural scene 

images based on the Devanagari script rule using deep 

learning.  

 

The contribution of this research is highlighted as 

follows: 

• One of the main focuses of this research is to 

develop a model for text localization in natural 

scene images based on the Devanagari script rule 

using the deep learning method. 

• Another objective of this research is to formulate a 

novel publicly accessible benchmark dataset 

namely vpdDataset and standardization of it for 

performance enhancement of the proposed model. 

• This novel suggested DL-based model is built using 

diverse algorithms namely enhanced YOLO-v7 for 

candidate component detection, improvised SVM 

and AdaBoost in text classification, BIRCH 

algorithm for segmentation and clustering and 

transfer learning in text localization model training.  

• Furthermore, the proposed model is validated using 

two distinct datasets namely the vpdDataset and 

ICDAR 2015 for performance computation and 

validation. It is found that the suggested model 

obtained extremely competitive performance in 

comparison with previously built models.   

• Moreover, this suggested model provides all the 

performance metrics very optimal, hence it can be 

implemented in modern text detection and 

localization systems taking into account natural 

scene images.  

 

This manuscript is structured in various sections that are 

described herein. Section 1 narrates the introduction part 

along with the major contributions of this research 

work. Section 2 explicates the literature review on text 

detection, classification as well as localization methods. 

Section 3 presents the proposed methodology and 

provides thorough details of implementing work. 

Section 4 narrates the detailed results and discussion. 

The conclusion of the research is given in section 5.  

 

2. LITERATURE REVIEW 
 

Scene text localization and identification from scene 

pictures is a difficult task (Naiemi et al., 2021b; Rong et 

al., 2022). Text content identification from scene pictures is 

explored by numerous feature extraction classifiers and 

techniques (He et al., 2021; Naiemi et al., 2021a; Prasad & 

Das, 2021). Investigators utilized statistical, structural as 

well as topological features. There is explored some of the 

most recognized classifiers for scene image identification 

using K-Nearest Neighbours (KNN) (Khan et al., 2021), 

CNN (Cao et al., 2020), SVM (Lin et al., 2020), Naive 

Bayes (Francisca O Nwokoma et al., 2021) etc. In (Soni et 

al., 2019), R. Soni et al. explored an approach for natural 

scene image text content identification as well as 

localization through the text awareness method. Text 

identification as well as localization from scene pictures is 

a very effective approach to obtaining text content which 

may be utilized in licence plate identification, robot 
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navigation, as well as wearable application etc. This 

research proposed a novel text identification and 

localization scheme which is rooted on text awareness 

score. However, suggested text identification and 

localization scheme incapable to recognize the text 

accurately in complex background settings of scene images 

and varied font size scenario. In (Chaitra et al., 2022), Y. L. 

Chaitra et al. developed a text localization approach based 

on deep convolution  neural network (DCNN) as well as 

transfer learning. Effective localization of scene images 

text is very significant to read text information correctly. 

This is one of the complicated process for localization of 

text content in scene pictures as scene images contains text 

in the scattered form. This proposed model is implemented 

using the VGG16 architecture. However outcome of this 

text localization model demonstrates that it achieves less 

value of F1-score in terms of model performance. 

Moreover, the suggested model incapable to localize text in 

Non-uniform illumination settings.  

 

In (Shiravale et al., 2020), S. S. Shiravale et al. explored a 

scheme for Devanagari text identification using scene 

images. Text content available in scene pictures which are 

captured by digital cameras may be utilized in image 

analysis. Automated text identification, extraction as well 

as recognition is fundamental in scene image 

comprehension applications. In this work, for text 

identification from scene images, a new framework is 

disclosed which involves a coloured-rooted clustering 

approach along with edge detection. For model training, 

novel scene picture datasets have been formulated 

containing 1250 pictures. However, this suggested scheme 

for text identification offers less accuracy in multi-coloured 

as well as complex background settings. In (K. Bawa & K. 

Sethi, 2014), R. K. Bawa et al. explored a new binarization 

method for Devanagari text identification using camera-

rooted pictures. This developed approach combines scene 

image morphological dilation as well as canny edge 

detection. The images used in the binarization process are 

performed utilizing the standard deviation and mean of the 

overall edge pixels value. However, this binarization 

method is resource-intensive as well as more changing to 

implement.  

 

In (Shiravale et al., 2021), S. S. Shiravale et al. 

discussed SVM and stroke width transformation-based 

methods for the identification of text content areas 

within scene pictures of Indian streets. In scene pictures, 

the detection of text content is highly critical due to the 

complexity of varied script attributes. This method is 

developed for the identification as well as recognition of 

Devanagari script text content through scene pictures. 

However, this suggested text recognition method offers 

less accuracy in lighting variation settings as well as is 

time-consuming. In (Jangid & Srivastava, 2018), M. 

Jangid et al. explored a DCNN and adaptive gradient 

technique-based framework for handwritten character 

identification of the Devanagari script. In the modern 

digital world, handwritten character identification has 

gained massive attention from academicians owing to 

distinct application areas, for instance, human-robot 

communication, visually disabled individuals etc. 

Nevertheless, the presented DCNN and adaptive 

gradient technique-based framework requires post-

processing for performance enhancement which makes 

the training process highly time taking as well as 

complex.    

 

3. PROPOSED METHODOLOGY 

 

3.1.  Datasets  
 

Text localization is a procedure to identify as well as 

localize text content within video frames or images. 

This is a very significant phase in the optical character 

recognition (OCR) system that is aimed to identify as 

well as extract text effectively from the images. This 

research is aimed to suggest a new framework for the 

localization of the text regions in scene pictures having 

a complicated background. The proposed text 

localization model is highly pragmatic in terms of the 

localization of text in a natural scene picture based on 

the Devanagari script. In this, research work two distinct 

datasets namely vpdDataset and ICDAR 2015 have 

been used for performance computation of this 

suggested text identification as well as localization 

model.   

 

3.1.1. vpdDataset 
 

For this research study, a new dataset namely the 

vpdDataset has been created. The performance 

standardization of entire datasets is carried out for 

effective training and validation of this text detection 

and localization framework. This proposed dataset 

contains a variety of natural scene images containing the 

Devanagari script.    

 

3.1.2. ICDAR 2015 
 

For cross-examination of the performance metrics of the 

suggested text identification as well as localization 

model, there have been selected another dataset namely 

the ICDAR 2015. This dataset contains 500 testing and 

1000 training images. The ICDAR 2015 includes 

natural scene images and is developed for text 

identification and recognition tasks (Cao et al., 2021).  

 

3.2.  Sample Size 
 

Table 1 shows the selected vpdDataset and ICDAR 

2015 datasets summary. For this proposed text detection 

and localization model training and testing utilizing the 

vpdDataset overall 528 natural scene images have been 

selected. Furthermore, these scene images contain an 

average number of words of 15.3, a total number of 

words of 3028 and several letters containing 14639, 

respectively. However, from the ICDAR 2015 dataset, 

there are selected 455 natural scene images for training 

and testing of this model. The selected scene images of 
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the ICDAR 2015 dataset contain an average number of 

words of 11.6, a total number of words of 2252 and 

several letters containing 11333, respectively.   

 

Table 1. Selected vpdDataset and ICDAR 2015 datasets 

summary 

Datasets 

Details 

Overall 

Images 

The average 

number of 

words 

Total 

number 

of words 

Number 

of letters 

vpdDataset 528 15.3 3028 14639 

ICDAR 

2015 
455 11.6 2252 11333 

 
3.3.  System configuration 
 

This text detection and localization model is 

implemented with a personal computer which has the 

under-mentioned arrangement: 12th Generation Intel 

Core i7 processor (12MB cache, 10 cores and 12 

threads), 16GB RAM, Windows 11 and NVIDIA RTX 

3050 GPU unit. The experiments on both selected 

datasets i.e., vpdDataset and ICDAR 2015 have been 

performed using the Tensor Flow module which is 

based on Keras 2.0, OpenCV2 as well as Python 3.11. 

The backbone has been fine-tuned through the 

vpdDataset pre-trained model along with dataset 

augmentation.  

 

3.4.  System architecture 

This research, there is proposed and implemented a new 

system for text identification as well as localization within 

scene pictures based on the Devanagari script rule using 

deep learning techniques for enhanced performance 

assessment. Figure 1 illustrates the architecture of the 

suggested text localization hybrid model.  

 

 
Figure 1. Architecture of proposed hybrid model 

 

In this research, the proposed model is implemented using 

two distinct datasets namely vpdDataset and ICDAR 2015 

for cross-validation of the proposed model performance. 

Initially, the proposed vpdDataset is standardized using 

enhanced image pre-processing. In this step, multiple 

internal pre-processing steps are performed for making the 

dataset suitable and standardized for improved outcomes in 

training and validation. The image pre-processing involves 

multiple operations on the image datasets namely noise 

removal, contrast enhancement, colour space conversion, 

morphology and normalization.  

 

Removal of noise is very essential for smoothening 

the image through the elimination of minor patches or 

dots from the pictures. For noise removal adaptive 

filtration approach is utilized. The contrast 

enhancement process is used to improve image quality 

by enhancing the contrast level between the diverse 

parts of an image. Colour space conversion is one of 

the vital phases in image pre-processing which 

involves the conversion of pictures from one colour 

space to another. The morphology operation is used to 

process chosen images following varied shapes of 

images to make the images appropriate for the 

training phase. The image normalization process is 

employed for adjusting the image pixel values to a 

common scale. The chosen pre-processing steps make 

the datasets standardized effectively. Further, the 

candidate component detection process is performed 

using the enhanced YOLO-v7. It is a DL-based 

algorithm which utilizes the convolutional neural 

network (CNN) for real-time identification of the 

Devanagari script through scene pictures. Devanagari 

text identification in the YOLO-v7 algorithm is done 

as a regression problem and offers the class likelihood 

of detected scene images. This YOLO-v7 algorithm is 

opted for because it needs only a single forward 

propagation via a CNN to detect the Devanagari script 

from scene images, thus minimising the 

computational complexity in implementation. This 

enhanced YOLO-v7 algorithm performs the candidate 

component identification in terms of text components 

as well as non-text components.  

 

In the next phase, a text classifier hybrid model based 

on the improvised SVM and AdaBoost has been 

implemented for effective classification. This 

classifier hybrid model improves the Devanagari 

script classification and boosts the overall 

performance as well as minimizes the time in model 

training and testing. After classification, the text 

segmentation and clustering operation is performed. 

In this model, text segmentation and clustering are 

done using balanced iterative reducing and clustering 

using the hierarchies (BIRCH) algorithm. It has been 

selected for clustering the incoming, varied-size 

metric dataset within an incremental order as well as 

dynamically generating the optimum clustering for 

scene images. It is one of the finest algorithms in 

terms of memory utilization as well as time 

constraints. The clustering is done according to 

classified scene images involving the character, 

words as well as text lines. In the next phase, the 

cross-validation of the dataset is done using the K-

fold cross-validation in which the value for K is 
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taken 10. This cross-validation approach split the 

dataset into the train and test data in a ratio of 80:20. 

In the later stage localization model is trained using 

transfer learning along with the pre-trained through 

the vpdDataset and ICDAR 2015. The transfer 

learning algorithm is integrated because of the higher 

learning rate, minimal need for datasets and saving 

the resources in the training and testing process for 

performance evaluation of this model.  

Pseudo Code: This pseudo-code is utilized for 

expressing the design of the program in a pragmatic 

way and offers a detailed program template. The steps 

of this pseudo-code are presented as follows:     

Input: vpdDataset and ICDAR 2015 

Output: 𝐴𝑀, 𝑃𝑀 , 𝑅𝑀, 𝑎𝑛𝑑 𝐹1𝑀. 

Step 1: To initialize the model for aggregation of the 

vpdDataset and ICDAR 2015 datasets.   

Step 2: To upload the vpdDataset and ICDAR 2015 for 

standardization and to obtain 𝑉𝑝𝐷1 𝑎𝑛𝑑 𝐼𝐶𝐷2.  

Step 3: Encore the previous step until 𝑉𝑝𝐷1 𝑎𝑛𝑑 𝐼𝐶𝐷2 

are in specific-goals 𝑆𝐺1𝑎𝑛𝑑 𝑆𝐺2. 

Step 4: To initiate the candidate component 𝐶𝐷𝐶  

detection by YOLO-v7 for segregation of text 

component and non-text component i.e., 

𝑇𝑥𝐶  𝑎𝑛𝑑 𝑁𝑇𝑥𝐶 .  

 While, 

Text components are detected proceed further, 

Otherwise, 

Terminates and go to the previous step.  

Step 5: To apply all 𝑇𝑥𝐶  in text classifier hybrid model 

and for obtaining the 𝐻𝑆𝐴𝑑𝑎. 

Step 6: To input the 𝐻𝑆𝐴𝑑𝑎 in text segmentation and 

clustering module for getting the segregated data 

clusters represented by 

{𝐶𝑎1, 𝐶𝑎2, 𝐶𝑎3, 𝐶𝑎4, … … … … … 𝐶𝑎𝑛}.  

 While, 

 Clusters {𝐶𝑎1, 𝐶𝑎2, 𝐶𝑎3, 𝐶𝑎4, … … … … … 𝐶𝑎𝑛} 

are structured to proceed further 

 Otherwise 

 Terminates and go to the previous step.  

Step 7: To split the aggregated 

{𝐶𝑎1, 𝐶𝑎2, 𝐶𝑎3, 𝐶𝑎4, … … … … … 𝐶𝑎𝑛} in train and test 

groups 𝐺𝑇𝑅, 𝑎𝑛𝑑 𝐺𝑇𝑇 .  

Step 8: System initialized for training on 𝐺𝑇𝑅 using 

transfer learning.  

Step 9: System initialized for training on 𝐺𝑇𝑇 using 

transfer learning. 

 While, 

The system is trained and tested in defined 

goals 𝑆𝐺1𝑎𝑛𝑑 𝑆𝐺2, and iterations proceed 

further. 

Otherwise, 

Terminates and repeat the previous step 8 and 

step 9.  

Step 10: To compute the 𝐴𝑀, 𝑃𝑀 , 𝑅𝑀, 𝑎𝑛𝑑 𝐹1𝑀. 

3.5.  Performance metrics: 
 

In the training as well as the testing approach of this text 

localization scheme network weights are updated in 

each epoch and the end objective of the training 

procedure is to obtain optimal weight which provides 

minimal error for improved performance. During model 

training, the optimal learning rate has been considered a 

noteworthy parameter that chooses alteration in network 

weights. The correct choice of learning rate is a crucial 

task in the model training procedure because if the 

learning rate parameter is selected lower the case overall 

optimization process may become slower and the 

network can consume much time in terms of finding the 

minimal error. While the learning rate value chosen is 

greater in that case the overall optimization process 

would diverge, thereby an optimal selection of the 

learning rate becomes very essential for the 

performance computation of this proposed text 

localization model.  

 

The loss function value in YOLO-v7 may be accessed 

through equation 1. It is an aggregation of bounding-

box regression losses, confidence-losses as well as 

object identification-losses.  

 

𝐿𝑜𝑠𝑠𝑇 = 𝐿𝑜𝑠𝑠𝐵 + 𝐿𝑜𝑠𝑠𝐶 + 𝐿𝑜𝑠𝑠𝐶𝐿   (1) 

 

The classification as well as confidence loss may be 

described as follows: 

 

𝐿𝑜𝑠𝑠𝐶 = − ∑ ∑ 𝐼𝑎𝑖𝑗
𝑂𝑏𝑗𝑐𝐶

𝑗=0
𝑃×𝑃
𝑖=0 [𝐶𝑎𝑖 log(𝐶𝑎𝑖) +

(1 − 𝐶𝑎𝑖) log(1 − 𝐶𝑎𝑖)] −

                  𝜆𝑛𝑜−𝑜𝑏𝑗𝑐 ∑ ∑ 𝐼𝑎𝑖𝑗
𝑛𝑜−𝑜𝑏𝑗𝑐[𝐶𝑎𝑖 log(𝐶𝑎𝑖) +𝐶

𝑗=0
𝑃×𝑃
𝑖=0

(1 − 𝐶𝑎𝑖) log(1 − 𝐶𝑎𝑖)]                  (2) 

 

𝐿𝑜𝑠𝑠𝐶𝐿 = − ∑ 𝐼𝑎𝑖𝑗
𝑜𝑏𝑗𝑐𝑃×𝑃

𝑖=0 ∑ [𝑃𝑎𝑖 log(𝑃𝑎𝑖) +𝐶∈𝐶𝐿

(1 − 𝑃𝑎𝑖) log(1 − 𝑃𝑎𝑖)]                 (3) 

 

Where, 𝐿𝑜𝑠𝑠𝑇 = 𝑡𝑒𝑥𝑡 𝑙𝑜𝑠𝑠, 𝐿𝑜𝑠𝑠𝐵 = 𝑏𝑜𝑥 𝑙𝑜𝑠𝑠, and 

𝐿𝑜𝑠𝑠𝐶𝐿 = 𝑐𝑙𝑎𝑠𝑠 𝑙𝑜𝑠𝑠 

 

This text localization model performance is computed 

through different metrics that are defined herein. 

 

Accuracy performance metrics are represented in 

Equation 4. It is the ratio of accurate prediction of the 

model and overall prediction. In equation 4, TP = True 
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Positive, and TN =True Negative, as well as FN = False 

Negative and FP = False Positive.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝐹𝑃+𝐹𝑁+𝑇𝑃+𝑇𝑁
   (4) 

 

Precision metrics are represented in Equation 5. It is the 

ratio of the TP prediction of the model and overall 

positive predictions. Herein, TP = True Positive, and FP 

=False Positive.  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
   (5) 

The recall metric is represented in Equation 6. It is the 

ratio of TP predictions of the model as well as total real 

samples. In this equation 6, TP = True Positive and FN 

= False Negative.  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
   (6) 

 

F1-Score is represented in equation 7. It integrates recall 

as well as precision in one united metric.   

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (7) 

 

In this proposed text localization model, certain 

enhancements based on YOLO-v7 have been made to 

allow correct text localization in scene pictures wherein 

text content is randomized and of altered scale etc. For 

improving this text localization model accuracy along 

with other metrics, multiple algorithms namely SVM, 

AdaBoost, BIRCH, and transfer learning have been 

integrated in various phases. 

 

4. RESULTS AND DISCUSSION 
 

In the modern digital world, effective text identification 

as well as localization schemes are becoming famous in 

the arena of image text analysis models owing to their 

applicability within numerous applications namely 

assistive systems for visually disabled individuals, 

smartphone transliteration technologies and many more. 

The text localization approaches are very significant and 

useful in finding the exact position of specific text 

components area within the scene images. Digital 

cameras are gaining popularity as they can be mounted 

easily within a variety of devices namely smartphones, 

tablets as well as other handheld devices and are 

capable to capture images of distinct objects in natural 

scenes while a person travels.  

 

Due to the rising prominence of automated digital 

gadgets like a smartphone as well as huge image 

expansion, element-based image analysis is gained 

massive attention from academicians. It has become a 

vital element for computer vision rooted application 

namely element-rooted retrieval of images, assistive 

technology as well as reading aids and many more. 

There is built various text detection and localization 

models using deep learning methods in recent years. 

Nevertheless, these models employed in real-time 

applications for text localization are still ineffective in 

terms of some performance metrics like accuracy, F1 

score etc. Furthermore, another key issue related to the 

performance of previous models is due to a lack of 

standardization of the accessible benchmark datasets. 

Therefore, this research is focused to build a model for 

the localization of text within the scene pictures based 

on the Devanagari script rule using deep learning. This 

model initially standardized the proposed vpdDataset 

and performs the text localization task.    

Table 2 represents details of the system arrangement. 

This proposed text localization model was 

implemented using a personal computer that involves 

the under-mentioned arrangement: 12th Generation 

Intel Core i7 processor (12MB cache, 10 cores and 12 

threads), 16GB RAM, Windows 11 and NVIDIA 

RTX 3050 GPU unit. The experiments on both 

selected datasets i.e., vpdDataset and ICDAR 2015 

have been performed using the Tensor Flow module 

which is based on Keras 2.0, OpenCV2 and Python 

programing language. Table 3 represents chosen 

hyperparameter details in model training and testing. 

For this text localization model training, a number of 

epochs were taken at 26 and RMSProp optimizer has 

been utilized. Furthermore, the number of filters, 

batch size, dropout value and activation function are 

20, 15, 0.3, and Sigmoid [0, 1], respectively.  

 

Table 2. Represents system arrangement details. 

S. No. 
System 

Arrangement 
Details 

1 Processor 

12th Generation Intel Core 

i7 processor (12MB cache, 

10 cores and 12 threads) 

2 RAM 
16 GB, DDR4 having a 

clock-speed of 3200MHZ 

3 
GPU (Graphic 

Processing Unit) 
NVIDIA RTX 3050 

4 Frameworks 
Tensor Flow (Keras 2.0), 

OpenCV2 

5 Programming Python 3.11.3 

 
Table 3. Illustrates the chosen hyperparameter details in 

model training and testing. 

S. No. Hyperparameters Details 

1 Number of Epochs 26 

2 Optimizer RMSProp 

3 Filters 20 

4 Batch-Size 15 

5 Dropout value 0.3 

6 Activation function Sigmoid [0, 1] 

 
Figure 2 depicts text localization accuracy (a) shows 

a standardized image of vpdDataset before training 

(b) shows scene image localized text by the proposed 
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model (c) depicts another standardized image of 

vpdDataset before training and (d) presents scene 

image localized by the proposed model. It is 

noticeable from Figure 2 that the proposed text 

localization model accurately captures the words 

completely and highlights them through a bounding 

box.  

 

 
(a) (b) 

 
(c) (d) 

Figure 2. Text localization accuracy (a) shows a 

standardized image of vpdDataset before training (b) 

shows scene image localized text by the proposed model 

(c) depicts another standardized image of vpdDataset 

before training and (d) presents scene image localized 

by the proposed model 

 

Figure 3 presents the computed training and testing 

accuracy on vpdDataset for the proposed model. This 

text localization model training accuracy on epochs 2, 5, 

8, 11, 14, 17, 20, 23 and 26 is measured at 87.22%, 

88.11%, 89%, 89.89%, 90.78%, 91.67%, 93.56%, 

95.45%, and 97.34%, respectively. Furthermore, the text 

localization proposed model testing accuracy on epochs 

2, 5, 8, 11, 14, 17, 20, 23 and 26 is measured at 88.34%, 

89.77%, 91.2%, 92.63%, 94.06%, 95.49%, 96.92%, 

98.35%, and 98.33%, respectively. Both the training and 

test accuracy of this text localization model is very 

competitive and improved on the proposed vpdDataset.  

 

 
Figure 3. Computed training and testing accuracy on 

vpdDataset 

 

Figure 4 presents an average accuracy comparison of the 

suggested model on vpdDataset along with previous 

research. The accuracy of M. P. Kantipudi et al. (Kantipudi 

et al., 2021), S. V. Seeri et al. (Seeri et al., 2016), and A. A. 

Chandio et al. (Chandio et al., 2020), models was 93.83%, 

89.90 and 98.13%, respectively. This proposed text 

detection and localization model provides 98.33%, accuracy 

on vpdDataset which is more competitive in comparison 

with previous work. Moreover, this proposed text 

localization model provided improved accuracy and was 

highly robust in terms in terms of handling computational 

costs.  

 

 
Figure 4. Average accuracy comparison on vpdDataset 

(Chandio et al., 2020; Kantipudi et al., 2021; Seeri et al., 

2016) 

 

Figure 5 depicts the measured error rate in the training and 

testing process of the suggested text localization model. A 

measured training error rate of the proposed text 

localization model on epochs 2, 5, 8, 11, 14, 17, 20, 23, and 

26 is 2.9%, 2.4%, 2.2%, 1.8%, 1.4%, 1.1%, 0.9%, 0.5% 

and 0.3%, respectively. Furthermore, the testing error rate 

of the proposed text localization model on epochs 2, 5, 8, 

11, 14, 17, 20, 23, and 26 are measured at 2.6%, 2.2%, 2%, 

1.7%, 1.3%, 1%, 0.8%, 0.3%, and 0.1%, respectively. 

Thus, this proposed text localization model offers 

enhanced metrics and a minimal error rate in training and 

testing.  

 

 
Figure 5. Measured error rate in training and testing 

 

Figure 6 presents the performance analysis of proposed and 

existing methods in terms of various evaluation metrics. To 

compute the performance of the deep learning framework, 
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evaluation metrics are required highly optimized. The 

assessed value of precision, recall and F1-score of M. P. 

Kantipudi et al. method (Kantipudi et al., 2021), is 90.18%, 

98.19%, and 97.07%, respectively. Further, the assessed 

value of precision, recall and F1-score of S. V. Seeri et al. 

(Seeri et al., 2016) method is 98.85%, 90.85%, and 94.68, 

respectively. The assessed values of precision, recall and 

F1-score for another model explored by A. A. Chandio et 

al. (Chandio et al., 2020) are 90%, 91%, and 91%, 

respectively. However, the suggested text localization 

model achieves the precision, recall and F1-score values on 

vpdDataset, 99.1%, 99.05%, as well as 97.76%, 

correspondingly. Hence, this proposed text localization 

model obtained all metrics highly optimized and 

competitive in comparison to previous work.  

 

 
Figure 6. Performance analysis of proposed and existing 

methods considering precision, recall and F1-score (Chandio 

et al., 2020; Kantipudi et al., 2021; Seeri et al., 2016) 

 

Table 4. Performance metrics on ICDAR 2015 

benchmark Dataset 

S. No. Performance Metrics Measured Values 

1 F1-score 97.46 

2 Recall 99.03 

3 Precision 98.02 

4 Accuracy 98.09 

 
Table 4 illustrates the performance metrics of the proposed 

text localization model on the ICDAR 2015 benchmark 

Dataset. The assessed value of this text localization model 

on the ICDAR 2015 benchmark dataset considering the 

F1-score, recall, precision and accuracy is obtained at 

97.46%, 99.03%, 98.02%, and 98.09%, respectively. All 

the performance metrics on ICDAR 2015 dataset were also 

found very competitive in comparison to the existing 

works.  

 

 
Figure 7. Proposed text localization model and previous 

methods of time consumption assessment (Diaz-Escobar 

& Kober, 2020; Tian et al., 2017; Wei et al., 2018) 

 

Figure 7 presents the proposed text localization 

model and previous methods of time consumption 

assessment. Previous work of J. Diaz-Escobar et al. 

(Diaz-Escobar & Kober, 2020),  Y. Wei et al. (Wei et 

al., 2018), and C. Tian et al. (Tian et al., 2017), takes 

time during model execution 3.2s, 2.1s, and 0.8s. 

While this scene text localization model takes time in 

model training and testing only 0.5s. Therefore, it is 

apparent from Figure 7, that this suggested text 

localization model is highly competitive and requires 

minimal time. 

 

5. CONCLUSION 
 

The efficient and correct text localization in scene 

images especially the Devanagari script is vital yet 

intricate in computer vision. In the last decade, 

several text localization as well as recognition 

schemes is presented. However, the developed text 

localization methods do not satisfy the real-world 

need for text localization with scene pictures or video 

frames particularly for the Devanagari script as well 

as not competitive and accurate. So, this research 

explores a new text localization model for natural 

scene pictures based on the Devanagari script rule 

using deep learning. In this work, a new dataset 

namely vpdDataset has been created and 

standardized. This text localization model involves 

enhanced YOLO-v7 in candidate component 

detection of the Devanagari script. Classification is 

carried out utilizing the improvised SVM and 

AdaBoost, segmentation and clustering are done by 

the BIRCH algorithm and transfer learning is used in 

localization model training. This text localization 

model achieves optimized and competitive 

performance metrics involving precision, recall, F1-

score and accuracy on proposed vpdDataset and 

ICDAR 2015 Benchmark datasets, 99.1%, 99.05%, 

97.76%, 98.33% and 98.02%, 99.03, 97.46%, 

98.09%, respectively. Therefore, it is explicit from 

the outcomes of this proposed text localization model 

that all metrics are received very optimal. Moreover, 

this text localization model attains less time in 

execution in comparison to previous work.      
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